A Branched Deep Neural Network for End-to-end Classification from ECGs
with Varying Dimensions

Han Duan', Junchao Fan', Bin Xiao!, Xiuli Bi', Junhui Zhang?, Xu Ma3

! Chongqing Key Laboratory of Image Cognition, Chongqing University of Posts and
Telecommunications, Chongqging, China
2 Health Management Center, the First Affiliated Hospital of Chongqing Medical University,
Chongqing, China
3 Human Genetics Resource Center, National Health Commission, Beijing, China

Abstract

Objective: Computerized electrocardiogram (ECG) in-
terpretation plays a critical role in the clinical ECG work-
flow. For 12-lead ECGs, deep neural networks (DNNs)
could match state-of-the-art algorithms when trained in
openly available datasets (e.g., 2020 PhysioNet/CinC
Challenge data). However, there is limited evidence to
demonstrate the utility of reduced-lead ECGs for captur-
ing a wide range of diagnostic information. Thus, in this
work, we aimed to develop a deep learning-based algo-
rithm to identify clinical diagnoses from twelve-lead, six-
lead, four-lead, three-lead, and two-lead ECG recordings.

Methods: We have employed a branched DNN that
utilizes two CNNs (similar to the residual network, but
adapted to signals with varying dimensions) with differ-
ent filter sizes. This architecture can effectively capture
abnormal patterns of diseases and suppress noise interfer-
ence by introducing double branch and skip connections.
Moreover, the Squeeze-and-Excitation block is added to
every branch of the architecture, which allows the DNNs
to learn more effective features from input signals.

Results: Our code failed during the official phase and
was not able to process the training data to complete
the training process and therefore was not scored. Our
(CQUPT _Dontwant) method is evaluated using the twelve-
lead, six-lead, four-lead, three-lead, and two-lead of the
datasets, and we received a 5-fold cross-validation Chal-
lenge metric score of 0.639, 0.610, 0.638, 0.619, and
0.625, respectively. However, the cross validated results
on the training data are overly-optimistic, given the results
reported by other teams on the test data.

1. Introduction

Elctrocardiogram (ECG) is the most basic, convenient
and economical routine examination approach. It is very
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commonly performed for clinical medical screening of
many cardiac diseases, and provides important reference
information for clinicians [1]. With the development of
Artificial Intelligence (Al), the importance of automated
analysis of ECG has become increasingly prominent.

Over the past decade, a large number of automatic anal-
ysis algorithms have been introduced [2, 3]. Theses meth-
ods through reasonably combining feature extraction and
classifier, they still have some common defects: 1) They
require manual feature engineering based on a consider-
able amount of expert knowledge. 2) The manual feature
of different diseases characteristics may be slightly differ-
ent, therefore the generalization ability of the model is re-
stricted [4]. Deep neural networks (DNNs) have recently
achieved striking success in ECG processing. For single-
lead ECGs, a convincing preliminary study of the use of
DNNs was presented in [5]. For twelve-lead ECGs, Min
et al. reported a DNNs-based network to classify clinical
cardiac abnormalities [6].

On the basis of the 2020 PhysioNet/CinC challenge
[7], the 2021 PhysioNet/CinC challenge focused on auto-
mated, open-source approaches for identify clinical diag-
noses from twelve-lead, six-lead, four-lead, three-lead and
two-lead ECG recordings [8]. In this paper, as part of the
PhysioNet/Computing in Cardiology Challenge 2021, we
developd a branched DNN that utilizes two residual convo-
lutional neural network to classify clinical cardiac abnor-
malities from this ECG recordings. We will describe our
approaches to tackle the challenge.

2. Methods

In this section, we first briefly describe the dataset, and
then introduce the implementation details of our methods.
The overall system design is shown in Figure 1. The ECG
records are divided into 10 seconds fragments by sliding
window. If the length of original ECG record does not
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Figure 1. The overall system of our proposed method.

reach 10 seconds, it is filled with zero. The deep neural
network proposed in this paper is then used to extract the
features of ECG fragments. Finally, fully connected lay-
ers are used to classify and obtain the record level results
based on a one-vote-in-favour voting decision strategy.
2.1. Datasets

We would carry out the experiments on the 2021 Phys-
ioNet/CinC Challenge Dataset [8]. For clarity, we summa-
rized the basic information of this datasets in Table 1.

The 2021 PhysioNet/CinC Challenge dataset is a cross-
corpus achieve of ECG recordings from six sources in four
countries. These databases include over 100,000 twelve-
lead ECG recordings with 88,253 ECGs shared publicly as
training data, 6,630 ECGs retained privately as validation
data, and 16,630 ECGs retained privately as test data. In
our experiments, we only employed the publicly available
training set of this dataset.

Table 1. Detailed profiles for the available ECG datasets.

random addition of Gaussian noise to the signals. In ad-
dition we dropped records that only consist of classes not
intersecting with the evaluation metric.

2.3. Model overview

Our branched DNN is composed of three main compo-
nents: 1) Basic CNNs for learning shared low-level fea-
tures, 2) multiple branch sub-networks to learn the high-
level scale-specific signal features using different scales
convolution kernels collaboratively, 3) multi-scale features
fusion for integrating features from sub-networks. Figure
2 shows the configuration of our proposed network.
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2.2. Data Pre-processing

The ECG recordings should naturally be diverse due to
the differences in individuals and data acquisition envi-
ronments. To better prepare the data for model training,
we adopted the following data preprocessing techniques.
First, all ECGs were resampled to the frequency of 500
Hz. Then, to allow a fixed input size in the deep learn-
ing model, each ECG are divided into 10 seconds long
segments through a sliding window. Third, we uses two
methods of data enhancement: random shift signals and
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Figure 2. Illustration of our branched deep neural network.

We use the first three convolution layers for shared
learning and obtain the feature maps f,. Then the features
fa are fed into two sub-branches with different numbers of
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stacked Se-Resudual blocks in eachbranch to extract scale-
specific feature maps f;, and f.. Concatenate different fea-
ture maps f, f. to abtain the fusion cross-scale features .
At last, the fusion features are employed for loss optimiza-
tion.

2.3.1. Multi-Perspective DNN

As shown in Figure 2, our Multi-Perspective DNN
has varieties of branches that have different numbers of
stacked modules. The shallow brach tend to exploit the in-
formation directly stored in the signal amplitude. In con-
trast, the deeper branch are able to extract high-level fea-
tures, which are relative to the local morphology structure
and global shape information. These multi-perspective
representations are then concatenated and fed into a soft-
max layer to predict the clinical diagnoses of ECG record-
ings.

The receptive field in convolutional neural network is
important. In order to obtain the appropriate receptive field
and increase the diversity of model features, a multi-scale
feature network is designed, which is mainly carried out by
parallel multi-branches. The convolutional kernel sizes of
each branch are different, which are 3 and 5, respectively.
After that, different scales of features extracted by different
paths are concatenated.

Inspired by ResNet [9], each branch has multiple serial
residual modules. In the residual modules, this paper uses
several convolutional kernels. Pre-activation is used for
each convolution operation. In short, this paper put batch
normalization (BN) layer and Relu activation layer before
weight layers. The design of pre-activation has two bene-
fits. First, the optimization is futher eased. Second, using
BN as pre-activation improves regularization of the mod-
els.

2.3.2. Attention layer

In order to realize the characteristics weighted between
channels and to ensure that more useful information will be
sent to the subsequent layer for futher feature extraction,
we introduce a lightweight channel attention mechanism
(named SENet [10]) behind each Resudual block.

As shown in Figure 3, the attention mechanism can be
divided into two steps: compression and activation. In the
process of compression, global average pooling is used to
compress the spatial dimension information of the feature
maps into channel description vectors. This can overcome
the problem that the receptive field of convolution is too
small to make use of useful contextual information outside
the receptive field. The cth element of the channel descrip-

tors can be calculated using formula:

L
1
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where L represents the size of the input feature maps X =
[€1,x2, ..., x.]. During activation, the Sigmoid function is
used to extract dependencies between channels, as shown
below:

§ = Feq (2,0) = 0 (9 (2,w)) = 0 (wad (w12)) (2

where o stands for Sigmoid function and § stands for ReLu
function, w; € R**¢ and wy € R°*+ stand for two fully
connected layer parameters. Parameter r is used to con-
trol the number of parameters in the network and increase
model generalization performance. Finally, use the chan-
nel description vectors and the input feature maps to mul-
tiply the corresponding between the channels to weight the
features. The output feature maps can be defined by for-
mula:
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Figure 3. The SENet layer.

2.4. Training Setup

Our branched DNN model was trained for 13 epoches
with a batch size of 64 on a machine with 64 GB RAM, 8-
core CPU and one NVIDIA GeForce RTX 2080 Ti GPU.
The model parameters were optimized with the Adam op-
timizer [11]. The learning rate during training was set as
0.001, and rescheduled to 0.0001 at the 10" epoch.

3. Results

We train and evaluate our model using 5-fold corss-
validation, whereby four folds are used for model train-
ing and the remaining acts as a held-out test set. This is
repeated five times to produce five trained models and the
challenge score of each is averaged to get an estimate about
how well the model is performing. The averaged results
are shown in Table 2. We report Accuracy and F-measure
scores as well as Challenge metric. From the results, our
DNN approach demonstrated its ability to classify the car-
diac abnormalities from ECGs with varying dimensions.
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Table 2. 5-fold cross-validation results showing challenge
scoring for different models.

Model  Accuracy F-measure Challenge metric

12-lead 0.312 0.500 0.639
6-lead 0.306 0.462 0.610
4-lead 0.313 0.490 0.638
3-lead 0.309 0.483 0.619
2-lead 0.308 0.462 0.625

4. Discussion

We developed an end-to-end DNN architecture capable
of accurately recognizing 30 ECG abnormalities in 12-
lead and reduced-lead ECG exams. Empirical evaluations
demonstrated the good performance and efficacy of our ar-
chitecture. The end-to-end DNN can perform feature ex-
traction and classification at the same time. Traditional
feature extraction methods are limited by the professional
knowledge of medical doctors. The end-to-end DNN can
overcome such limitation by using aligned raw ECG wave-
forms as input so that better representation can be obtained
for classification.

5. Conclusion

This paper introduced a end-to-end branched deep learn-
ing method for ECG signal classification by utilizing the
multi-scale ECG signal features. At the same time, a
lightweight channel attention mechanism from SENet [10]
is introduced to realize the characteristics weighted be-
tween channels. Compared with the existing deep learning
methods for ECG analysis using single scale, our approach
can effectively achieve multi-scale feature extraction and
cross-scale information complementarity of ECG signals.
The experimental results convince the effectiveness of the
proposed method. In the future, we will apply the branched
model to other physiological signal analysis and process-
ing requirements.
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